
3080 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 51, NO. 11, NOVEMBER 2003

Shape Optimization of Corrugated Coatings Under
Grazing Incidence Using a Genetic Algorithm
Hosung Choo, Student Member, IEEE, Hao Ling, Fellow, IEEE, and Charles S. Liang, Fellow, IEEE

Abstract—We report on the use of a genetic algorithm
(GA) to design optimal shapes for a corrugated coating under
near-grazing incidence. A full-wave electromagnetic solver based
on the boundary integral formulation is employed to predict the
performance of the coating shape. In our GA implementation, we
encode each shape of the coating into a binary chromosome. A
two-point crossover scheme involving three chromosomes and a
geometrical filter are implemented to achieve efficient optimiza-
tion. Standard magnetic radar absorbing material (MAGRAM)
is used for the absorber coating. We present the optimized
coating shapes depending on different polarizations. A physical
interpretation for the optimized structure is discussed and the
resulting shape is compared to conventional planar and triangular
shaped designs. Next, we extend this problem from single to
multiobjective optimization by using Pareto GA. The optimization
results with two different objectives, viz. height (or weight) of the
coating versus absorbing performance, are presented.

Index Terms—Coatings, corrugation, genetic algorithms, opti-
mization.

I. INTRODUCTION

L OSSY material coatings are commonly used to reduce
scattering from conducting bodies. In general, design of

coatings should meet multiple criteria including low reflection,
small volume, and light weight. These design goals can conflict
with one another. Multilayer planar coatings have been studied
extensively for their wideband absorbing characteristics [1],
[2]. Recently, genetic algorithms (GA) have been applied with
success in finding optimal thicknesses for multilayer coatings
in either planar or cylindrical configurations [3]–[5]. Corru-
gated coatings with nonplanar profiles offer additional degrees
of freedom and have been studied in [6]–[10]. In particular, it
was shown in [9], [10] that single-material corrugated coating
can be exploited to alleviate polarization dependence and
improve the absorption performance over a wide range of
frequencies at near-grazing incidence. However, only a few
simple shapes were considered. In this paper, we use GA to
explore more arbitrary coating shapes in an attempt to achieve
better absorber performance. With more degrees of freedom in
the design, arbitrarily shaped coatings may give rise to better
absorbing performance. However, finding an optimal shape is
more challenging as the design parameter space is much larger.
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Fig. 1. Geometry of the corrugated absorber.

In our approach, a full-wave electromagnetic simulation code
is used to evaluate the absorbing performance of each shape. GA
is implemented to optimize the shape of the coating, which is en-
coded into a binary chromosome. A two-point crossover scheme
involving three chromosomes is used as the crossover operator
to achieve fast convergence. In addition, geometrical filtering is
adopted to create more realizable shapes. In our study, we focus
on the near-grazing incidence case. A single-layer MAGRAM
material [11] is used as the coating. We first apply this method to
achieve optimal shapes under various polarization constraints.
(Some preliminary results were reported earlier in [12].) The
physical interpretation of the optimized structures is discussed
and their performance is compared to the baseline results ob-
tained from conventional planar and triangular shaped designs.
Next, we employ the Pareto GA [13], [14] to map the more gen-
eral set of optimal solutions trading off coating thickness (or
weight) versus absorbing characteristics.

This paper is organized as follows. In Section II, we describe
the electromagnetic simulation code utilized and other details
in our GA implementation. Section III describes the applica-
tion of the GA to the design of optimal coating shapes under
various geometrical and polarization constraints. In Section IV,
multiobjective optimization is applied to the design of coating
for both absorbing performance and coating thickness. Finally,
Section V provides conclusions gathered from this research.

II. A PPROACH

A. EM Simulation Code

The geometry considered in this paper is shown in Fig. 1.
The shaped grooves in the coating have a period ofalong the
direction and extend to infinity along thedirection. The bottom
of the coating is backed by a conducting ground plane. A plane
wave is obliquely incident upon the infinite grating with and

.
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Fig. 2. Encoding of corrugated absorber into a binary chromosome.

To evaluate the performance of each shape for the coating, we
use a full-wave electromagnetic code based on a boundary-inte-
gral equation formulation [9]. The formulation entails dividing
one cell of the grating into different homogeneous regions ac-
cording to the material layers. A homogeneous Green’s function
is first used to calculate the moment matrix. Boundary integral
equations are then obtained for each region. Field continuity
at region interfaces and periodic boundary conditions at cell
boundaries are then enforced. The fields in the top half-space
are expanded into a sum of Floquet harmonics and are matched
to the fields in the lower region so that the reflection coefficients
can be found. The code has previously been validated by com-
paring the simulation results to measurement data in [9], [10].

B. GA Optimization

GAs are stochastic search methods based on the concept
of natural selection and evolution [13], [14]. This class of
algorithms is particularly attractive for finding an approximate
global optimum in a very high-dimensional space. For this
reason, we employ GA to optimize the shape of the coating
profile. In our GA implementation, each possible absorber
shape is encoded into a binary chromosome, as shown in Fig. 2.
The period of the absorber is divided into points. The height
of the coating at each point alongis represented as a binary
number. A symmetry constraint is applied in the-direction
so that only the right half of the absorber is encoded into the
chromosome.

In order to obtain coating shapes that are not too complicated
from the manufacturing point of view and to speed up conver-
gence of the GA, a geometrical filter is applied to the chromo-
somes at each generation of the GA. Two different geometrical
filters were tried: a 1-D sliding window filter [15] and a de-
scending order filter. Fig. 3(a) and (b) shows the shapes before
and after the 1-D seven-point sliding window filter, which is a
low-pass, moving-average filter. As expected, the surface shape
after the filtering looks smoother without any sharp peaks. From
the results of using this filter, we found that the GA-optimized
profiles consistently had shapes that monotonically decreased
from a central peak. Therefore, an alternative “descending order
filter” was also tried. This filter simply rearranges the height
of the absorber at the points so that the highest point is at
the center and all other points are placed in descending order.
Fig. 3(c) shows the shape after the descending order filter. Note
that this filter preserves the sharp edges in the design while

Fig. 3. (a) Before geometrical filter. (b) After seven-point sliding window
filter. (c) After the descending order filter.

making the shape less oscillatory. We found that the optimized
shape from the descending order filter gave better performance
than that from the 1-D sliding window filter. Therefore, all the
results presented in this paper are generated by using the de-
scending order filter.

After these chromosomes are evaluated by the EM simula-
tion code, a cost function related to the absorbing performance is
computed. Based on the cost function, chromosomes are refined
into the next generation by a reproduction process that involves
crossover, mutation and geometrical filtering. For the crossover
operation, a two-point crossover scheme involving three chro-
mosomes is used. The process selects three chromosomes as
parents and divides each chromosome into three parts. The three
parent chromosomes are then intermingled to create three child
chromosomes. This series of processes is iterated until the cost
function is minimized.

III. GA-OPTIMIZED COATING SHAPES

In this section, we investigate coating profiles that give rise
to the best absorbing characteristic for a given coating height.
The design frequency band is chosen to be from 8 to 18 GHz,
and the maximum height of the coating is restricted to 8 mm.
To avoid higher order diffraction, the period of the coating is
set to 2.032 mm. A MAGRAM material is used for the coating
(the detailed absorption characteristics can be found in Fig. 7 of
[10]). We consider the case when the incident angle is
and .

To encode each possible shape of the coating into a binary
string, we first discretize the period of the coating into 30 points.
The height of the groove at each point is described by a 6-bit
number (i.e., in 64 steps) that ranges between 0 and 8 mm. When
the GA process converges to an optimal value, we increase the
discretization for the period and the height to 60 points and 8
bits, respectively, to achieve a more refined coating shape. As-
sociated with the design goal, the cost function is defined as the
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(a)

(b)

Fig. 4. (a) GA-optimized shape for the vertical polarization. (b) Reflection
coefficient (decibel) versus frequency at 30 degrees from grazing.

average of those reflection coefficient values,dB , that ex-
ceed 20 dB within the frequency band of interest

Cost (1)

where
dB dB if dB dB

if dB dB

In our GA, the size of the population is chosen to be 30. A
crossover probability of 0.8% is used, and the probability of
mutation is set to 0.1%. The computational time is about 8 hours
on a Pentium IV 1.7 GHz machine for a typical design.

First, we consider the case when only the reflection coeffi-
cient for the vertical polarization is used in the cost function
definition. Fig. 4(a) shows the resulting GA-optimized shape,
which closely resembles a triangular profile. Fig. 4(b) is a plot
of the simulated reflection coefficient (in decibels) versus fre-
quency for the optimized shape. We see that the reflection co-
efficient of the vertical polarization nearly meets the20 dB
design goal over the entire frequency band from 8 to 18 GHz.
The horizontal polarization is not optimized and shows a much
higher reflection coefficient.

Next, we consider the reverse situation when only the hori-
zontally polarized reflection coefficient is used in the cost func-
tion. Fig. 5(a) shows the resulting GA-optimized shape. The op-

(a)

(b)

Fig. 5. (a) GA-optimized shape for the horizontal polarization. (b) Reflection
coefficient (decibels) versus frequency.

timal shape of the corrugated coating resembles a rectangular
profile. Fig. 5(b) shows the associated reflection coefficient (in
decibels) versus frequency for the optimized shape. In this case,
the reflection coefficient of the horizontal polarization meets the

20 dB design goal for all the frequencies above 10 GHz while
the vertical polarization is higher. Further improvement in the
low-frequency performance will likely require a thicker coating.

We then compare this optimized shape to the conventional
planar and the triangular shaped coatings that are also optimized
using GA. The maximum heights of all three coatings are lim-
ited to the same 8 mm thickness. Fig. 6 shows the horizon-
tally polarized reflection coefficients for the three coatings. The
dashed, solid, and dashed–dotted lines are the respective reflec-
tion coefficients for the GA-optimized planar, triangular, and ar-
bitrarily shaped coatings. The planar shaped coating (thickness
of 1.19 mm) shows a reflection of about5 dB within the fre-
quency range of interest. By using the triangular shaped profile
(base thickness of 0.03 mm and triangular height of 6.12 mm)
the reflection coefficient can be reduced to less than10 dB.
The GA-optimized arbitrarily shaped coating shows better ab-
sorbing performance in terms of the cost definition in (1) than
either of the conventional designs.

Next, we test the sensitivity of the GA design. To see the effect
of different cost definitions, we optimize our design using two
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Fig. 6. Performance comparison of the planar absorber(� � � � ��),
triangular shaped absorber (——), and GA-optimized absorber(� �� �� ���)
for the horizontal polarization.

Fig. 7. Effect of cost definitions on the optimization results for the horizontal
polarization. (a) Cost definition in (1). (b) Minimax cost definition. (c) Average
power reflection coefficient cost definition.

other cost functions. The first alternative cost is the maximum
reflection value across the whole frequency range of interest
(typically called the Minimax cost function). The resulting per-
formance is indicated by the dashed line in Fig. 7. The second al-
ternate cost function is the averaged power reflection coefficient
(on a linear scale) across the frequency band. This design’s per-
formance is shown as the dash-dotted line. Some difference in
the overall performance is noted. However, we observe that the
optimized shapes retain the overall feature of the original design
based on the cost definition in (1). To test the sensitivity of the
GA-optimized shape to manufacturing tolerances, we introduce
random RMS deviations of 0.4 mm into the profile height. The
resulting performance is shown in Fig. 8(a) by the dashed line.
We also intentionally undersample the 60-point GA description
of the profile by a factor of 6, resulting in a more smoothed-out
profile. The performance is shown by the dashed–dotted line.
We see that the performance is not too sensitive to the devia-
tion to the optimized profile. Fig. 8(b) shows the performance
of the optimized coating for close-by incident angles of 25and
35 . The results indicate some degradation toward the smaller
grazing angles.

We also try to optimize the coating shape for both polariza-
tions by using the average of the reflection coefficients from the
horizontal and vertical polarizations in the cost function. The
resulting shape is shown in Fig. 9(a). As can be seen from the

(a)

(b)

Fig. 8. (a) Performance sensitivity to variations in the shape of the profile
for the horizontal polarization. (i) Original GA-optimized design. (ii)
GA-optimized shape with rms error of 0.4 mm. (iii) Smoothed shape after 6:1
undersampling. (b) Performance of the optimized coating for close-by incident
angles of 25 and 35

previous examples, the design for the horizontal polarization is
more difficult than that for the vertical polarization. Therefore,
in this case, the cost is dominated by the horizontal polarization
and the resulting GA-optimized shape is not that different from
that for the horizontal polarization shown in Fig. 5(a).

Finally, an interpretation on the operating principle of the GA
optimized shape is attempted. The left side of Fig. 10 is a planar
absorber. Typically it is more difficult for the horizontal polar-
ization to infiltrate an absorber near grazing than the vertical po-
larization. However, if we look at the incident electric field on
the near-vertical sidewalls of the profile shown on the right side
of Fig. 10, it behaves more like the vertical polarization. Thus,
the absorbing performance is improved by effectively changing
the horizontal polarization into the vertical polarization. This
explains why our optimized design for the horizontal polariza-
tion resembles a rectangular profile. Other researchers have dis-
cussed the difference in coupling into corrugated profiles de-
pending on polarization [16].

IV. M ULTIOBJECTIVE OPTIMIZATION

A. Pareto GA and Cost Function Definition

In addition to the absorbing performance of the coating, an-
other design criterion of interest is the coating volume, which
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(a)

(b)

Fig. 9. (a) GA-optimized shape taking into account of both the vertical and
horizontal polarizations. (b) Reflection coefficient (decibels) versus frequency.

Fig. 10. (a) Planar absorber with horizontal polarized wave incidence.
(b) Rectangular profile with horizontal polarized wave incidence.

is measured by the coating height. An investigation of the ab-
sorbing performance versus the coating height is studied. This
can be done by repeatedly using the same methodology de-
scribed in Section III for various heights. However, it is much
more efficient to cast this problem into a multiobjective problem
rather than using the conventional GA. Pareto GA [13], [14] is
a useful tool for this problem. In the Pareto GA, a wide range
of solutions corresponding to more than one objective can be
mapped by running the optimization only once. In our imple-
mentation, we define two cost functions:

(2)

(3)

dB dB if dB dB

if dB dB

is determined by the coating height and is as-
sociated with the reflection cost. Both costs are normalized to a
value between zero and one. For , one denotes an average
reflection coefficient of 0 dB while zero denotes an average re-
flection coefficient that is below 20 dB. The nondominated
sorting method [17] is used to combine the two costs for each
solution by means of the Pareto ranking. This method assigns
rank 1 to the nondominated solutions of the population. The
term nondominated solution means that there are no other so-
lutions that are superior to this solution in both objectives. Then
the next nondominated solutions among the remaining solutions
are assigned rank 2. The process is iterated until all the solutions
in the population are ranked. Based on the rank, the same repro-
duction process described in Section III is performed to refine
the population into the next generation. The set of rank 1 solu-
tions is called the Pareto front. In order to avoid the solutions
on the Pareto front from converging to a single point in the cost
space, we perform a sharing scheme described in [18]. In the
sharing process, the rank is modified by penalizing those mem-
bers on the front that are too close to each other in the cost space.
This is accomplished by multiplying a niche count to the
assigned rank. The niche count is calculated according to

(4)

where the is the number of rank 1 members and the sharing
function is a function of the cost distance between so-
lutions expressed as

if

if
(5)

and

As we can see, the sharing function increases linearly if the
other memberson the front are closer than from a chosen
member in the cost space. Consequently, those members that
have close-by neighbors in the cost space are assigned lower
ranks in the reproduction process.

B. Pareto GA Results

In our Pareto GA, the population size is chosen to be 100. A
crossover probability of 0.8%, a mutation probability of 0.1%
and a distance of 1 is used. Fig. 11(a)–(d) shows the con-
vergence of the solutions for this multiobjective problem (re-
flection cost versus the height of the profile) as the number of
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(a) (b)

(c) (d)

Fig. 11. Convergence of the Pareto front as a function of the number of generations for absorbing performance versus absorber height. (a) Initial population. (b)
After five generations. (c) After 20 generations. (d) After 200 generations.

generations is increased. The period of the absorber, the mate-
rial for the coating, and the angle of incidence are the same as
those used in Section III. The height is constrained to be less
than 8 mm. Fig. 11(a) is the plot for the initial population. The
majority of the solutions is located in the upper right side of the
cost domain. Fig. 11(b)–(d) shows plots of the population after
5, 20, and 200 generations, respectively. They show that as the
number of generations increases, the Pareto front spreads out
and converges toward the lower left region of the cost space.
Fig. 12 shows the final converged Pareto front and four opti-
mized coating shapes that are on the front. Inset shape (a) shows
the lowest profile of the four samples, but it has the highest re-
flection among the four designs. Inset shape (d) has the highest
profile and the lowest reflection. As expected, the absorbing per-
formance must be traded off against the profile height. If we
look in detail at the optimized shapes, we find that as the height
of the absorber is decreased, the top of the profile gets more
flattened. However, they maintain a rectangular profile that is
only slightly modified by the coating height. This is consistent

with the physical interpretation of the absorption process for the
more dominant horizontal polarization discussed in Section III.
Another observation from Fig. 12 is that the Pareto front is not
smooth due to the quantization effect of the coating height. If
we discretize the height with more binary bits, the shape of the
Pareto front becomes smoother.

Next, we try to change the first cost from coating height to
coating weight while keeping the reflection cost the same. The
cost for the coating weight is normalized to be 1 when all of the
design area (period maximum coating height) is filled by the
coating material while it is zero when no coating material exists.
Fig. 13 shows the converged Pareto front for this problem. Also
shown in insets (a) to (d) are four optimized shapes with dif-
ferent coating weights. We notice that inset (d) is very similar
in shape to inset (d) of Fig. 12. However, instead of trimming
the top off in order to reduce the height, the weight consider-
ation results in designs that become progressively skinnier, as
shown by insets (c), (b), and (a). Nevertheless, the shapes still
preserve the sharp sidewalls as those presented in Fig. 12.
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Fig. 12. Final converged Pareto front of absorbing performance versus absorber height. The insets show four sample designs on the Pareto front.

Fig. 13. Final converged Pareto front of absorbing performance versus absorber weight. The insets show four sample designs on the Pareto front.

V. CONCLUSION

Optimized shapes for a corrugated absorber under
near-grazing incidence have been investigated using GA.
First, GA was applied to design corrugated coating depending
on incident polarizations. The designed absorber shape for the
vertical polarization resembled a triangular profile, while that

for the horizontal polarization resembled a rectangular profile.
The optimized shapes were compared to canonical planar
and triangular shaped designs, and were shown to have better
absorbing performance. We also tested the sensitivity of the
designs to variations in the shape and incident angles, and the
result showed reasonable tolerance. A physical interpretation
for the optimized shape was presented. It was shown that the
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sharp sidewalls of the resulting shape effectively changed the
incident polarization from horizontal to the vertical case, thus,
facilitating wave absorption.

The Pareto GA has also been applied to efficiently map out
absorbing performance versus absorber height. The nondomi-
nated sorting method was used to combine the two costs for each
solution by means of the Pareto ranking. A sharing scheme was
implemented to avoid the solutions on the Pareto front from con-
verging to a single point in the cost space. The converged Pareto
front showed that better absorbing performance must be traded
off against absorber height. Similar conclusions were also found
for the absorbing performance versus absorber weight.
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